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Abstract—This work studies dynamic coverage control
of a multi-agent system using deep reinforcement learning.
Dynamic coverage control is a type of cooperative con-
trol which requires a multi-agent system to dynamically
monitor an area of interest over time. To develop motion
control laws, most of previous works highly rely on the
knowledge of system models, such as the environment
model and agent kinematics/dynamics. However, acquiring
an accurate model can be restrictive and even impossible
in many practical applications. Another challenge is that
agent often has a limited communication capability in prac-
tice. Two agents may only exchange information when they
are within a certain distance. To address these challenges,
a multi-agent deep reinforcement learning (MADRL) based
control framework is developed to enable agents to learn
control policies directly from interactions with the environ-
ment to achieve dynamic coverage control while preserving
network connectivity. The developed MADRL is model free
and employs decentralized execution and centralized train-
ing, in which agents coordinate using only local information
and do not need to know other agents’ strategies at
execution phase. Numerical simulations demonstrate the
effectiveness of the developed control strategy.

Index Terms—Coverage control,
learning, multi-agent systems.

deep reinforcement

[. INTRODUCTION

ITH the goal of monitoring areas of interest, coverage
Wcontrol of a multi-agent system has been widely used
in a variety of applications, such as exploration, reconnais-
sance, surveillance, and target tracking [1]-[3]. In literature,
there are two main classes of coverage control: the static and
dynamic coverage control. Static coverage control generally
solves the optimal placement of agents such that areas of
interest can be fully covered by the union of agents’ sens-
ing zones [4], while dynamic coverage control focuses on
taking advantage of the mobility of agents to dynamically
monitor areas of interest sufficiently well over time. That is,
every area of interest needs to be monitored by mobile agents
for a sufficient amount of time [5]. However, static cover-
age control implicitly assumes either a sufficient number of
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agents or small-scale areas of interest [6], [7], otherwise there
is no guarantee that all of the areas can be fully covered.
Such assumptions can be relieved in dynamic coverage control,
which allows the monitoring of large areas of interest by using
a small number of agents [8], [9]. Nevertheless, in either static
or dynamic coverage control, the models of the environment
and agent kinematics/dynamics are often required to develop
motion control laws for the agents. Acquiring accurate models
can be restrictive and even impossible in many practical appli-
cations. Hence, this work is particularly motivated to develop
a model free framework that enable agents to learn directly
from interactions with the environment to achieve dynamic
coverage control.

Reinforcement learning (RL) is a sequential decision-
making process in which an agent interacts with and learns
from the environment. In RL, optimal policies can be learned
without knowing the model of the environment and the
system’s complex behaviors [10]. However, traditional RL is
mainly restricted to discrete action space. When consider-
ing continuous action space or high dimensional data, deep
reinforcement learning (DRL) that integrates neural networks
can provide promising solutions [11]. For instance, robots
can learn the control policies directly from real-world camera
inputs rather than by hand-engineered controllers or learning
from low-dimensional features of robot states [12]-[14]. Since
multiple agents are more capable of complex tasks than sin-
gle agent, multi-agent deep reinforcement learning (MADRL)
is a recent research focus, which finds applications in multi-
player online games [15], cooperative robots [16], [17], traffic
control [18], [19], and power control systems [20], [21]. RL
has also been applied for dynamic coverage control prob-
lems. Trajectory planning of multiple dronecells in vehicular
networks was investigated in [22] via Q-learning; however, it
can not deal with complex and continuous tasks. The works
of [23], [24] adopted a centralized RL approach for a multi-
agent system to achieve coverage goal and thus has limited
scalability.

In this work, a small group of mobile agents with limited
sensing capabilities is tasked with the objective of dynami-
cally monitoring an area populated with a large number of
points of interest. Due to limited sensing and limited number
of agents, we are particularly interested in effective cover-
age control which aims to sense every point of interest for
a sufficient amount of effort accumulatively. Each agent is
further assumed to have a limited communication capability,
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i.e., two agents can only communicate when they are within
a certain distance. Previous work has shown that maintain-
ing the connectivity of agent networks is crucial for multi-
agent distributed control, especially, in the dynamic coverage
problem [7], [25], [26]. Therefore, the motion of agents needs
to be constrained such that the underlying communication
network is always connected to enable information exchange
and cooperative coverage control. Deep reinforcement learn-
ing based framework is then developed to enable agents to
learn control policies directly from interactions with the envi-
ronment to achieve dynamic coverage control while preserving
network connectivity. Numerical simulations demonstrate the
effectiveness of the DRL-based control framework.

The main contributions of our work can be summarized as

follows.

1) In contrast to traditional coverage control that relies on
system models to develop motion control strategies, the
DRL based control framework in this work is model
free, where agents learn optimal control policies via
interactions with the environment, without requiring any
knowledge of system models.

2) We develop a MADRL-based algorithm to realize
dynamic coverage control, where agents coordinate
using only local information and do not need to
know other agents’ strategies at execution phase. As
an extension of actor-critic policy gradient method,
the multi-agent deep deterministic policy gradient
(MADDPG) [27] is adapted for dynamic coverage con-
trol. To ensure network connectivity, we exploit the fact
that algebraic connectivity can indicate network connec-
tivity and integrate it into the MADRL-based algorithm
as a learning objective. The DRL-based control frame-
work employs decentralized execution and centralized
training. We further improve MADDPG by setting vir-
tual boundaries for the environment to improve the
convergence of the training process.

The remainder of the paper is organized as follows: Section II
formulates the dynamic effective coverage problem. Section III
presents deep reinforcement learning based control strategy for
effective coverage and maintenance of network connectivity.
Simulation results and analysis are provided in Section IV.
Section V discusses potential extensions.

Il. PROBLEM FORMULATION

Consider M static points of interest (Pols) distributed in
a two-dimensional workspace W. The positions of Pols are
denoted by p; € R2,j € {1,...M}. A group of N mobile
agents is tasked to keep monitoring these Pols and the agent
positions are denoted by x;, i € {1,...N}.

Assumption 1: The agent is assumed to have a limited sens-
ing zone, modeled by a disk area with radius r € R™ centered
at itself.

Since the sensing quality generally degrades with the dis-
tance to the Pol, the distance based sensing of agent i over
Pol j is characterized by

Y 10 — 2,

Pi(xi(0), pj) = {O

lij = I"2,
1
lij > }’2 ( )

TABLE |
NOTATIONS
Notation Explanation
M, N Number of Pols and agents

T Total number of steps in one episode

P,R Sensing quality and communication capability

Ey Cumulative coverage of the Pol j by the
entire group of agents

of,a},r Observation, action and reward of agent ¢ at ¢

Ao Second smallest eigenvalue of Laplacian matrix

M*,T. Number of Pols have been covered and the time
duration that the group is connected in the episode

M*/M,T,/T Coverage rate and connection rate in an episode

+ Agent
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Fig. 1. An example problem scenario of dynamic coverage control,
where a group of 4 UAVs is tasked to dynamically monitor 20 Pols.

where [;; (1) = [lx; (2) —pj||2, and M, € R* is a peak sensing
quality. The sensing model in (1) indicates that the sensing
quality of Pol j reaches the peak when agent i coincides with it,
and decreases monotonically when agent i moves away from it.

In this work, we consider the case that only a limited num-
ber of mobile agents are tasked to monitor a large number
of Pols within W. That is, the union of sensing zones of N
agents are far from enough to completely cover M Pols, oth-
erwise existing methods in literature can be trivially applied.
Hence, we aim to take advantage of the agent mobility and
develop a cooperative motion strategy to dynamically moni-
tor the Pols. Detailed definitions of the considered dynamic
coverage are provided in Section III-A. To enable coordi-
nation, the interaction between agents (i.e., communication
and information exchange) is modeled as an undirected graph
G = (V,&(1t)), where V and £(r) denote the set of agents
and the set of communication links, respectively.

Assumption 2: The agent is assumed to possess a limited
communication capability represented by a circular area with
radius R, i.e., two agents can only exchange information within
the distance of R.

Therefore, the edge (i, k) € £ is established if and only if
Rix = ||x; — xx|l2 < R. The neighbors of agent i are denoted
by N; = {k € V|(i, k) € £}. The graph G is connected if there
exists a path connecting any two nodes.

Example 1: Consider an example problem scenario in
Fig. 1, which consists of 20 Pols required to be dynam-
ically monitored by a group of agents (i.e., UAVs). The
UAV has a limited sensing capability and the mapped sens-
ing zone on the ground is a disk area. The lines connecting
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UAVs indicate the communication links between UAVs. UAVs
are required to dynamically monitor all Pols while ensur-
ing network connectivity to enable information exchange and
coordination.

In contrast to most works that rely on system models, we do
not assume any knowledge of system models. Hence, the goal
of this work is to develop a DRL-based framework such that
the agents can learn the optimal control policies for dynamic
coverage control and maintenance of network connectivity
only by interactions with the environment and other agents.

[1l. DEEP REINFORCEMENT LEARNING BASED
MULTI-AGENT EFFECTIVE COVERAGE

A. Effective Coverage

Inspired by our early result [28], the DRL-based effective
coverage control in this work is to drive mobile agents to
ensure that every Pol in the region of interest is cumulatively
covered to a desired level over time. Specifically, the effective
coverage imposed by agents i over Pol j is defined as

t
E, 2 fo Pi((). py)dr, @)

which quantifies the cumulative coverage exerted by agents i
on Pol j over [0, 7]. Based on the individual coverage defined
in (2), the cumulative coverage of the Pol j by the entire group
of agents is defined as

t
Ey; & / > Pilxi(r). pj)dr. 3)
0 ey
It is worth noting that each Pol j is associated with a desired
coverage E;* € R, which indicates how much coverage effort
should be applied to it.

Assumption 3: For any Pol j, its desired coverage level E;*
is assumed to be known and predetermined.

The coverage task for Pol j is completed if Ey; > Ej*.
Therefore, the dynamic effective coverage task is to ensure
each Pol in the workspace is accumulatively sensed to the
expected coverage level over time.

As mentioned before, a connected network G(¢) ensures the
information exchange between agents; however, due to limited
communication capabilities, the movement of agents may lead
to the disconnection of the network G(f). Let A(r) € RV*N
be the adjacency matrix of G(¢), where each entry Ay (¢) is
the edge weight between the agents i and k. Due to the con-
sideration of undirected graphs, we have Ax(t) = Ap(0).
The Laplacian matrix of G(¢) can then be defined as L(f) =
D(t) — A(r), where D(r) = diag[zgzl A ()] is a diagonal
matrix. It is well known that A,(¢) > O if and only if the graph
G(t) is connected, where A; is called the algebraic connectiv-
ity, i.e., the second smallest eigenvalue of L(f) [29]. Therefore,
the goal of this work in Section II can be reformulated to
achieve Ey; > E;* for any Pol j (i.e., effective coverage
control) while ensuring A2 (#) > 0 (i.e., network connectivity).

B. DRL-Based Algorithm

Q-learning is a classical method in reinforcement learning.
When considering Multi-agent RL, since agents update their

strategies independently during learning progresses, the envi-
ronment is non-stationary from the perspective of any agent,
which makes traditional Q-learning no longer guarantees con-
vergence in multi-agent cases. In addition, both Q-learning and
Deep Q-Networks (DQN) are difficult to apply to continuous
state-action space since they need to find the optimal policies
greedily at every step, which is impossible when the action
space is continuous. Policy gradient methods are another class
of popular RL algorithms which directly adjust the parame-
ter of the policy to maximize the expected cumulative reward
by applying gradient ascent. However, traditional policy gra-
dient method updates its parameter in every episode, which
undoubtedly reduces the learning speed. Deep deterministic
policy gradient (DDPG) [30] is a variant of Actor-Critic (AC)
method, which inherits the target network and replay buffer
in DQN and uses deterministic policy updating method to
yield continuous control actions. In this section, a DRL-based
distributed multi-agent control strategy is developed and each
agent learns via interactions with the environment and other
agents to achieve dynamic effective coverage. Inspired by [27],
the framework of centralized training and distributed imple-
menting is adopted, in which the agents learn the policy only
based on their local observation of the environment. Since
each agent can only observe local environment information
and does not have access to other agents’ strategies at exe-
cution phase, the dynamic effective coverage is modeled by
POMDP as follows.
1) Observation Space O and State Space S: Let the obser-
vation of agent i at time ¢ be its current position

in the workspace, i.e., of = {x},)}}, and thus the
observation space is O = {05} with i = 1,2,...,N
and t+ = 1,2,...,T. The state space is defined as

S20u {Eg,j(pj)},j = 1,2,..., M, which includes
the coverage effort up to time ¢ and the observation
space O.

2) Action Space A: The agent’s action at time ¢ is jointly
determined by the motion direction 6/ and the distance
di traveled along this direction, i.e., ai = {0}, d!}. The
action space is defined as A £ {d},i=1,2,...,N,t=
L,2,...,T.

3) Reward Function: The immediate reward function ri
consists of two components: the coverage reward and the
connectivity penalty. Note that all agents have the same
reward function due to the consideration of cooperative
tasks. The coverage reward is designed as

1 .
C{ = . E})’j > Ef “)
- *
0. E, <E"

where ¢* is a predetermined positive constant. The group
of agents receive positive rewards ¢} if the Pol j has been
covered to the desired level Ej*, otherwise no reward is
given to the group. Since a positive algebraic connectiv-
ity implies a connected network, the connectivity penalty
is defined as

_ P (L®) <0,
P = {0, A (L) > 0, ®)
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where p* is a predetermined negative constant. A penalty
will be given to the group if the communication network
becomes disconnected. Based on (4) and (5), the reward
function is designed as

>

+pr. ©6)
je{l,..M}

The DRL based algorithm is outlined in Algorithm 1. It is
worth pointing out that the learning algorithm is an actor-
critic approach and distributed in the sense that all agents
only use their own local information to update the policies.
By modeling the dynamic coverage as a POMDP, an exten-
sion of actor-critic policy gradient method, namely multi-agent
deep deterministic policy gradient (MADDPG), is developed.
Specifically, the agent’s policies T = {m1, ..., 7y} are param-
eterized by 6 = {61, ...,0y}. To handle continuous action
space, the deterministic policy gradient is developed as

Vo J (i) = Eo gp| Vo, mi(ailo;)

Vo QS at, ... an) la=wion ], (D

where the experience replay buffer D contains the tuples
(S, S,,A, r), which stores experiences of all agents.

The critic network of agent i is updated by minimizing the
loss function

L(0;) = ED[(Q;L(& ai,...,ay)

/ 2
,LL / ’ ’
— (r+yQ> (S,al,...,aN)la]/_:M]/_(oj)>) i|, ®)

where agent i only uses its own observation o; to update its
policy in (7), and require policies of other agents to update
action-value function Qf in (8). In addition, the weights of the
target network are slowly updated with a discount 7 = 0.01.
To improve the training stability and efficiency, virtual
boundaries of the training environment are considered. We
notice that in the training process, especially in the first few
time steps, agents may choose wrong directions and thus move
away from the target region. To address this issue, we set
virtual boundaries for the workspace, that is, reset the cur-
rent episode and remove it from experience replay buffer D if
agents reaches the boundaries. It is shown (in simulation sec-
tion) that the use of boundaries can improve data efficiency in
the experience replay buffer and thus lead to faster training.
Since agents take the observations of environment
information as input and utilize the actor network w;(a;lo;) to
generate actions, the input space of Q increases linearly with
the number of agents N, and the total computational complex-
ity of the fully connected layer is O(Z§=1 np * np_1), where
ny, is the number of neural units in the fully connected layer.

V. SIMULATION AND DISCUSSION

In this section, the performance of the proposed DRL based
dynamic effective coverage is evaluated via numerical simula-
tions. The algorithm is implemented using TensorFlow 2.3.1
and Python 3.5.4 on Ubuntu 16.04. The simulation code of

Algorithm 1 MADRL-Based Dynamic Coverage Algorithm

1: Initialize experience replay buffer D.

2: for agenti=1,2,..., N do

3: Randomly initialize critic network Qf(S,al,...,aN) and actor
network w;(a;ilo;);

!

Initialize target networks Q';

4 and [L;-;

5: end for

6: for episode = 1to M do

T Initialize a random process N for action exploration;

8 Receive initial state sy;

9 for t=1to T do

0 for each agent i, select action a; = g, (0;) + N w.r.t. the current
policy and exploration;

11: Execute actions a = ay,...,ay and observe reward r and new
state s/;

12: for agenti=1,2,...,N do

13: if agent i/ reaches boundary then

14: Terminate episode and reset environment;

15: end if

16: end for ,

17: Store (s,s ,a,r) in D and s < s ;

18: for agenti=1,2,...,N do

19: Sample a random minibatch of S samples (sf, s/j, &, rj) from
D;

20: Update critic by minimizing the loss L(6;) in (8);

21: Update actor using policy gradient Vg, J(u;) in (7);

22: end for

23: Update target network parameters for each agent i:

6, — 6+ (1 — )6,

24: end for
25: end for
1 1
B -
-’ ~ N
0.954- ~ =y 095 —F N
4 1 - - N
0.9 —a—coverage rate 09t —a— coverage rate
=8 =connection rate =& =connection rate
0.85 0.85
0.8 0.8
20 40 60 80 100 120 0.8 0.85 0.9 0.95

Neuron number Discount factor
(a) (b)

Fig. 2. The performance of coverage rate and connection rate under
different hyper-parameters

the algorithm is available in our Github repository.! The
workspace is set as 10 x 10 units, while its virtual bound-
ary is set at 30 x 30 units. Suppose there are 20 static Pols
and 4 mobile agents randomly distributed within the area at
the beginning of each episode. The mission of the agents is
to learn the optimal actions (travel distances and directions)
via interactions with the environment and other agents such
that all Pols can be effectively covered for a given period of
time 7 while ensuring network connectivity during mission
operation. The sensing radius of each agent is » = 0.8 units
and the communication range is R = 2 units. The peak of
sensing quality is M, = 1. Without loss of generality, sup-
pose that the Pols are equally important, e.g., we set E;* = 4,
Vj e {1, ..., N} in the simulation. The agents receive rewards
¢* = 0.1 if they complete the effective coverage task, and the
agents are penalized by —1 if they lose network connectivity.

Uhttps://github.com/Sherry-97/Deep-Reinforcement-Learning-Based-
Effective-Coverage-Control-with-Connectivity-Constraints

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on June 26,2021 at 11:25:02 UTC from IEEE Xplore. Restrictions apply.



MENG AND KAN: DEEP REINFORCEMENT LEARNING-BASED EFFECTIVE COVERAGE CONTROL WITH CONNECTIVITY CONSTRAINTS 287
250 1 1
200
0.8 08
150 © 2
o Y & S 06
g 100 g 2 s
8 s0 8 N 7
= 204 = 204
o c
0 © 8
50 0.2 0.2
-100 0 0 0
0 2000 4000 6000 8000 10000 O 2000 4000 6000 8000 10000 O 2000 4000 6000 8000 10000 O 2000 4000 6000 8000 10000

episode
(a)

episode
(b)

episode
()

episode
(d)

Fig. 3. The training curve of agent under CCA (red line) and NCCA (blue line), where the x-axis is episode, and y-axis is the reward, coverage

rate, minimum steps, and connection rate, respectively.

The proposed model is trained for 10000 episodes, where each
episode has 120 time steps.

To demonstrate the effectiveness of the DRL based cover-
age control, the evolution of accumulative rewards over time
is shown in Fig. 3(a), where the discount factor y = 0.95
is adopted. It is observed that, at the beginning of learn-
ing, the cumulative reward is negative and increases rapidly
with time. This is because that, in the initial stage of train-
ing, most Pols were not yet covered since agents did not
learn the appropriate trajectories to provide enough coverage.
In addition, random explorations of agents in reinforcement
learning may cause the loss of network connectivity, result-
ing in punishments on the rewards. As the training continues,
agents gradually learn how to effectively complete the cover-
age task while preserving network connectivity, which results
in increasing gains of positive rewards. It is worth mentioning
that due to the consideration of non-stationary environment,
there are some fluctuations in the reward function curve after
reaching a certain level.

Next, simulations are carried out to show how the hyper-
parameters (i.e., the discount factor and the number of neu-
rons) affect the performance of the algorithm. The simulation
results are shown in Fig. 2. We consider the following metrics.
Let M*/M denote the coverage rate at the end of an episode,
where M* is the number of Pols that have reached the desired
coverage level. Clearly, the coverage rate M*/M directly indi-
cates how well the dynamic effective coverage task has been
completed in the episode. Let 7,./T denote the connection rate
of the underlying communication network in an episode, where
T, is the number of time steps that the network of agent
group is connected in this episode and T is the total num-
ber of time steps. We first show that, with the same discount
factor, how the number of neurons affect the performance of
the algorithm. As shown in Fig. 2(a), the coverage rate and
connection rate first increase and then decrease as the neuron
numbers increase and both shows the best performance with 64
neurons. It indicates that using more neurons can help learn
the complex nonlinear relationship among state, action and
reward; however, using too many neurons may lead to poor
performance due to over fitting problem. Fig. 2(b) shows how
the discount factor affects the performance of the algorithm
when the number of neurons is fixed at 64. Both coverage
rate and connection rate first increase and then decrease as y
increases and both reach the peak when y is between 0.95 and
0.96. The reason that small y does not perform well is that

agents tend to be myopic with short-horizon rewards with-
out considering future rewards. If a large y is used, future
rewards will be overwhelmed valued, resulting in the overlook
of short-horizon rewards. Hence, y needs to be fine tuned to
yield desired performance.

To further demonstrate the performance of the proposed
DRL-based algorithm for dynamic effective coverage task
and maintenance network connectivity of agents, we inves-
tigate the training process of our algorithm and show the
comparisons of the results with different settings. It is worth
pointing out this work is one of the first attempts in literature
to address network connectivity constraints using deep rein-
forcement learning algorithms. Therefore, we are interested in
comparing the results with connectivity-constrained algorithm
(CCA) and the results with non-connectivity-constrained algo-
rithm (NCCA). For NCAA, agents get no penalty even if they
lose network connectivity.

To evaluate its performance, in addition to coverage rate
and connection rate, we also consider the min-steps as a
performance metric, which is defined as the minimum steps
required to complete the coverage task. In the training process,
CCA and NCCA are compared in terms of reward function,
coverage rate, min-steps, and the connection rate, respectively.
It can be seen from the reward function curve in Fig. 3(a)
that the training curve of CCA grows slower than the training
curve of NCCA in the first 4000 episodes. This is because
at this stage, as for CCA, agents aim to learn policies that
make trade-off between dynamic coverage tasks and connec-
tivity maintenance, which can also be seen in the curve of
coverage rate and connection rate. The reward function will
reach the same level as NCCA in the later stage after agents
learned satisfactory policies which take two missions into con-
sideration. From Fig. 3(b), the coverage rate of CCA is a little
behind NCCA in the initial 1000 episodes. The coverage rate
of CCA reaches the same level as NCCA in the later stage.
That is, agents under CCA can learn dynamic coverage poli-
cies as effectively as under NCCA. In Fig. 3(c), the min-step
on the other hand illustrates the efficiency of the agent to
complete the dynamic coverage task. It can be seen that at
the beginning of the training, agents need a long time or even
cannot complete the task, while in the later stage of training,
only a dozen steps are needed. In the whole training process,
two curves maintain the same level, which also shows that
agents under CCA can learn policies to complete coverage
task well as NCCA. In addition, the network connection rate
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Fig. 4. Comparison of networks trained by CCA and NCCA about

coverage rate and connection rate.

under NCCA as shown in Fig. 3(d) maintains at a relatively
low level with great fluctuation, while the network connec-
tion rate under CCA achieves satisfactory convergence and
achieves a high connection rate in the late training period.
Finally, we test the trained optimal networks produced from
the DRL-based algorithm under CCA and NCCA, respectively,
for 100 episodes. The comparisons of the coverage rate and
the network connection rate are shown in Fig. 4. It can be
seen that there is only negligible difference in coverage rate
between CCA and NCCA, and both of them reach a high
degree of completion. In addition, the test results of network
trained using CCA show that the connection rate is about
97.5% with a small variance. However, the network trained
using NCAA gains poor performance in maintaining connec-
tivity of agent group, whose connection rate is only 57.8%
with a large variance. This result indicates once again that our
algorithm enables agents learning policies to ensure network
connectivity while not affecting its coverage performance.

V. CONCLUSION

This work investigates network connectivity ensured
dynamic coverage algorithm based on deep reinforcement
learning. Simulation results indicate that our algorithm can
complete the dynamic coverage task well while ensuring the
connectivity of agent group. To better elaborate the practi-
cal utility of our method, additional work will consider more
comparisons with model-based or approximate-model-based
methods. Future research will also consider extending current
results to more general environments, e.g., considering mobile
Pols, and focus on developing theoretical guarantees for the
performance of deep RL algorithms.
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